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Abstract

Assessing the value of decision support systems (DSS) is an important line of research. Traditionally, researchers adopt user
satisfaction and decision performance to measure DSS success. In some cases, however, the use of DSS is not benefit driven.
Instead, DSS adoption may be motivated by avoiding decision errors or reducing decision cost, indicating that regret avoidance
may be a useful measure of DSS success. Regret is a post-decision feeling regarding not having chosen a better alternative. Recent
behavioral research has indicated that, in addition to pursuing higher performance and user satisfaction, reducing decision regret is
another important consideration for many decision-makers. This exploratory study extends prior research on DSS evaluation by
proposing regret avoidance as an additional measure of DSS success. Experimental results regarding the use of DSS for stock
investment demonstrate DSS use significantly reduces regret in situations involving low user satisfaction. Consequently, besides
decision performance and user satisfaction, regret reduction is also important in measuring the effectiveness of DSS.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

As information systems, decision support systems
(DSS) facilitate decision-making by offering informa-
tion access, model analysis, and supporting tools [2,40].
DSS enable us to believe that the system positively
influences decision quality. Measuring DSS success is
difficult. Decision-makers use technological tools to
fulfill various functions. Traditional definitions of DSS
suggest that DSS are designed to help decision-makers
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address unstructured or semistructured decisions [40].
Increasing decision effectiveness or efficiency are the
typically expected benefits of DSS [67]. Therefore,
previous studies on DSS success have focused mainly
on measures of decision performance or user satisfac-
tion [10,23,31,33,34,42].

However, literature reviews indicate that DSS have
had a mixed influence on decision performance. Some
studies reported that DSS positively affected decision
performance or user satisfaction, while others found no
impact or even a negative impact on decision perfor-
mance (e.g. [9,24,25]). These conflicting results imply
the existence of additional considerations when deci-
sion-makers decide to use DSS. Recent developments in
regret theory provide an alternative view for measuring
DSS success.
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Individuals frequently feel disappointed following a
decision is made, when they overlooked or neglected a
better choice. Regret analysis investigates the role of
psychological feelings following the failure to choose
the best alternative and how the feelings may affect
subsequent decision behavior [7,43,68]. Landman [44]
defines regret as:

Regret is a more or less painful cognitive and
emotional state of feeling sorry for misfortunes,
limitations, losses, transgressions, shortcomings, or
mistakes. It is an experience of felt-reason or
reasoned-emotion. The regretted matters may be
sins of commission as well as sins of omission; they
may range from the voluntary to the uncontrollable
and accidental; they may be actually executed deeds
or entirely mental ones committed by oneself or by
another person or group; they may be moral or legal
transgressions or morally and legally neutral (p. 36).

The theory investigating the phenomena is known as
regret theory [48]. Inman et al. [36] proposed a
generalized utility model to illustrate the effect of
post-choice disappointment and regret. The proposed
model considers both chosen and forgone alternatives as
the basis for valuation. The results demonstrate the
existence of post-choice regrets, the negative effects of
which may exceed the positive impact of rejoicing.
Since regret is annoying, most people are willing to take
positive action to avoid it [7,8].

The influence of regret on human decision behavior
has been reported in numerous areas, including negotia-
tion [45] and consumer behavior research [63]. Seeking
the best alternative under uncertainty is generally
associated with a high risk. Decision-makers face a
trade-off between decision benefits and risk. However,
decision-makers tend to make choices that minimize
regret rather than risk if the emotional consequences of
decisions are anticipated and considered [45,73]. In other
words, anticipated regret avoidance may enhance the
motivations of manager to use DSS.

Regret avoidance behavior can affect human decisions
in that individuals may reject decisions if they feel that
those decisions are likely to cause regret [27] and the
anticipation of regret may affect the decision process
[7,48,63]. Business practices commonly take advantage
of regret avoidance in many countries. An example is
companies allowing merchandise to be returned with no
charge within a certain time period. This grace period
increases customer likelihood of purchase by reducing the
potential for regret. Given the important influence of
regret in decision-making, it is interesting to study
whether regret avoidance can be used as an additional
dimension for assessing the value of DSS and how this
compareswith the traditionalmeasure of user satisfaction.

This study investigates how DSS use affects decision
regret, which includes DSS use as an independent
variable, user responsibility as a moderating variable,
and three dependent variables, namely decision perfor-
mance, user satisfaction, and user regret. The experi-
mental results show that DSS use could enhance
decision performance and reduce user regret, but good
decision performance does not always guarantee high
user satisfaction. Therefore, decision regret should be
included in the assessment of the value of DSS.

The rest of this paper is organized as follows. Section
2 briefly reviews literature on the evaluation of DSS.
Section 3 then describes the research framework and
hypotheses of this study. Next, the experimental design
is described in Section 4. Section 5 summarizes data
analyses and research findings. Conclusions are finally
drawn in Section 6, along with managerial implications
and areas for future research.

2. Measuring DSS success

2.1. Existing measures on performance and user
satisfaction

Measuring systems success is important in informa-
tion systems research. Previous literature used two
categories of variables to measure DSS success: pro-
cess-oriented, including frequency or length of system
usage, and outcome-oriented, including decision per-
formance and user satisfaction [28,35,38,60]. Since the
pioneering work on “value analysis” by Keen and Scott-
Morton [40], numerous studies have investigated the
influence of DSS [1,59] and they adopted various
research methods that include case studies, field studies,
and laboratory experiments.

Table 1 lists a survey of 18 studies that used various
DSS success measures to assess decision performance
and user satisfaction. These success measures generally
focus on system efficiency or effectiveness [40,59].

Efficiency is process-oriented and is generally
measured using decision speed or the number of
alternatives being considered. For example, Alter [3]
cites increasing decision-making efficiency was one
potential benefit of DSS. Moreover, effectiveness was
measured by decision outcome, such as the quality or
accuracy of decision and user satisfaction. For instance,
numerous studies have adopted user satisfaction and/or
decision-making satisfaction, decision quality, and
business profitability to evaluate DSS outcomes [14,
41,49,58,59].



Table 1
Previous DSS success measures

Study Independent variable Dependent variable

Sharda, Barr, and
McDonnell [59]

DSS/non-DSS Profit performance
Variance in profit performance
Time
Number of alternatives
Confidence

Le Blanc and Kozar [46] Length of DSS use DSS usage
Other variables
• Lagged accidents rate
• Traffic level
• DSS utilization
• River stage
• Weather

Alavi and Joachimsthaler [1] Cognitive style Performance
Personality attributes • Cost/profit
Demographic variables • Decision-making time
User-situation variables Attitudes/perceptions

• User satisfaction with DSS
• Confidence in decisions
• Perceived usefulness of system

Todd and Benbasat [67] DSS Unique units of information referenced
Problem size Total units of information referenced

Number of alternatives analyzed in detail
Davis and Kottemann [19] What-if analysis Performance
Crossland, Wynne,

and Perkins [18]
Problem complexity Decision time
Presence/absence of DSS Accuracy

Eierman, Niederman,
and Adams [21] a

DSS capability Performance
Implementation strategy User behaviour
User behaviour Implementation strategy
Environment User
User
Task
DSS configuration

Swink [64] User characteristics Decision performance
• User experiences • Decision quality
• Cognitive factors • Perception accuracy

Effort • Solution search efficiency
DSS characteristic • Decision time
Task characteristics

Montazemi, Wang, Nainar,
and Bart [51]

Suggestive guidance vs. no guidance Task performance
Informative guidance vs. no guidance
Suggestive guidance vs.
informative guidance

Barr and Sharda [6] DSS Decision performance
González and Kasper [29] Animation images Decision quality

Animation transitions
Animation navigation

Swink and Robinson [65] DSS attributes Decision performances
Problem size
Network types
Demand dispersion patterns

van Bruggen, Smidts,
and Wierenga [70]

MDSS support Performance
Decision quality
Less susceptible to using the
anchoring and adjustment heuristic

Gregor and Benbasat [30] KBS explanations Accuracy
Speed

Swink and Speier [66] Task characteristics Decision performance

(continued on next page)
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Table 1 (continued)

Study Independent variable Dependent variable

• Problem size • Decision quality
• Data aggregation • Decision time
• Data dispersion

User characteristics
• Spatial Orientation

Mennecke, Crossland, and
Killingsworth [50]

Problem complexity Decision efficiency
(solution time)SDSS support
Decision accuracySubject characteristics

Parikh, Fazlollahi,
and Verma [57]

Decisional guidance vs. no guidance Decision quality
Informative vs. suggestive
decisional guidance

User satisfaction

Predefined vs. dynamic
decisional guidance

User learning
Decision-making efficiency

Bharati and Chaudhury [10] System quality Decision-making satisfaction
Information quality
Information presentation

a This study developed a theoretical framework for DSS research from a review of literature. Eight broad DSS constructs (independent variables,
mediator variables, and dependent variables) and 17 relationships among these constructs were examined.
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Decision performance can be assessed subjectively
or objectively [47]. Subjective measures assess user
perceptions of system value (e.g. perceived economic
benefits), whereas objective measures assess decision
performance based on objectively measurable criteria,
such as time required to reach a decision, resulting profit
increases or cost savings.

User satisfaction indicates the subjective feelings of
users regarding system performance. For instance,
according to the expectation theory [11], user satisfac-
tion is affected by the prior expectations of users
regarding the system and its effectiveness. Based on
disconfirmation theory [54,55], users tend to dispro-
portionately rate how actual and expected performance
differ. Therefore, actual performance can influence user
satisfaction [4,5].

For instance, Alavi and Joachimsthaler [1] repre-
sented the success of DSS implementation in terms of
system use, decision-making performance, decision-
making time, user satisfaction with the system, user
confidence in the decisions, and user attitudes toward
DSS. Eierman et al. [21] developed a DSS research
model that includes eight main constructs (environment,
task, implementation strategy, DSS capability, DSS
configuration, user, user behavior, and performance)
and 17 relationships.

Previous literature provides a valuable foundation for
measuring DSS success. However, the literature con-
tains some inconsistent results. Some studies have
reported that using DSS yields a positive value, while
others identified contradictory relationships between
DSS usage and performance [9,22,38,59]. This finding
implies that other unexplored factors may influence
decisions regarding DSS use. This section summarizes
existing measures and introduces regret theory to
develop an extended model for measuring DSS success.

2.2. Regret as a decision outcome

The recent literature on decision-making contends
that a thorough post-choice evaluation should include
not only positive expectations such as performance and
satisfaction but also regret and disappointment, because
recent behavioral research has found that, besides
maximizing positive decision outcomes, decision-
makers frequently consider potential regret. For exam-
ple, Tsiros and Mittal [69] developed a model of regret
and demonstrated through empirical tests that regret
directly influences product repurchasing intention.
Regret is experienced even in the absence of information
regarding a better-forgone outcome, and consumers may
defer repurchase decisions after receiving post-purchase
information that may lead to future regret [17]. Studies
found that individuals are willing to take risks or to
obtain more information in a game or investment
decision to gain a greater monetary return [73]. More
information they acquire implies a greater likelihood
that they will feel that regret can be avoided [72].

Regret refers to a rational and negative cognitive
response resulting from comparing an actual result with
a better one that was passed up by the decision-maker.
Regret is a psychological state different from satisfac-
tion. Satisfaction involves a comparison between
expected and actual performance, whereas regret occurs



Fig. 2. Research model.

Fig. 1. Regret as a measure of DSS effectiveness.
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when a foregone alternative would have yielded a better
outcome than the actual one [7,48,69]. Furthermore,
empirical evidence distinguishes between regret and
satisfaction [68].

Regret and dissatisfaction are two different psycholo-
gical concepts; even though both exhibit certain of
displeasure [68]. The measurements used for regret and
dissatisfaction also differ, as illustrated by the simple
example in Fig. 1. Given the outcomes of the three
alternatives, the user would feel dissatisfied and regretful
if alternative 1 was chosen, satisfied but regretful if
alternative 2 was chosen, and satisfied and not regretful if
alternative 3 was chosen. For instance, if an investor
purchased a stock expecting a 10% return at the beginning
of the year and actually achieved a return of 20% by the
end of the year, that investor may feel satisfied, but could
instead feel regretful following learning that another
stock he had decided not to purchase achieved a return of
30% during the same period.

Given that regret measures a post-decision feeling that
differs from satisfaction, it can be used to interpret
differences in observations between user satisfaction and
decision performance. That is, decision-makers that
achieve acceptable performance from a decision may
experience a mixture of satisfaction (compared with the
prior expectation) and regret (compared with the better
performance of the dropped alternatives). It is reasonable
to use regret as an alternative measure of decision
effectiveness based on the assumption that the use of DSS
can reduce potential decision regret because of the ability
to examine the potential outcomes of more alternatives.

3. Research model

3.1. Factors affecting decision regret

Several factors affect an individual's regret. The first
factor is job responsibility, namely the sense of duty
associated with doing a job. People may feel increased
regret when they assume higher responsibility for the
result [26]. People may feel increased regret regarding
actions in which they are heavily involved [39].
However, some studies found that user responsibility
is not necessary for decision regret. For example,
Connolly et al. [16] contends that, despite a positive
correlation exists between regret and responsibility,
responsibility is not necessary for generating decision
regret. Zeelenberg et al. [74] and Ordóñez and Connolly
[56] report inconsistent argument.

Gender is another factor that has been reported to
influence decision regret. Males have been reported to
tend to feel more regret than females [43]. Individual
personality is also found to significantly influence
feeling of regret [13]. Among those factors mentioned
in previous studies, responsibility has a more solid
theoretical foundation. Users with higher responsibility
may treat decisions more seriously and thus use DSS
more carefully and are more concern with the results.
Therefore, we assume that the effect of DSS use on
performance, satisfaction, and regret is assumed here to
be stronger when the user feels more responsible for the
outcome [15].

3.2. Research framework and hypotheses

Based on the previously reviewed literature, we
hypothesize that using DSS may increase decision
performance and user satisfaction, as well as reduce
decision regret. Additionally, the main effects of DSS are
moderated by user job responsibility. Therefore, the
present research framework, illustrated in Fig. 2, includes
DSS use as an independent variable, user responsibility
as a moderating variable, and decision performance,
satisfaction, and regret as three dependent variables.
Heavier DSS use implies that decision-makers commit
more effort to the decision-making; this study assumes
that DSS use may reduce the likelihood of a good
alternative being missed. Accordingly, users are more
likely to select the optimal alternative and less likely to
feel regret. Two sets of hypotheses are formulated below.

H1. DSS use and decision outcome

H1a: DSS use increases decision performance.
H1b: DSS use increases user satisfaction.
H1c: DSS use reduces user regret.



Table 2
Functions of the experimental system

Menu Function

Market
summary

Detail information of stock market, including stock
quotes, change, day's range, volume, and so on.

Industry
quotes

Detail information of the specific industry.

Company
information

Information of six companies used for trading in the
experiment, including basic information, historical
prices, news, and streaming charts are available.

Technical
analysis

Tools for technical analysis, such as the moving
average, RSI, and KD indicators.

Recent news Three categories of news: political, international,
and financial.

Calculator Tool for calculating investment returns and others.
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H2. Moderating effect of user responsibility

H2a: User responsibility moderates the effect of DSS
use on decision performance.
H2b: User responsibility moderates the effect of DSS
use on user satisfaction.
H2c: User responsibility moderates the effect of DSS
use on user regret.
4. Research design

4.1. Experimental task and the experimental system

Since the proposed research model includes both a
main and a moderating variable, the experiment uses a
2×2 factorial design (comprising using DSS or not;
high or low responsibility). The experimental task was
Fig. 3. Sample scree
selecting a stock for investment. This decision was
appropriate because financial investments are a popular
form of decision involving high uncertainty. Numerous
investors regularly use DSS to support these kinds of
decisions.

A Web-based DSS for the experiment was designed
using Microsoft ASP and Access database. The system
includes functions required for user support (summar-
ized in Table 2) and can support all phases of the
Simon's decision process: intelligence, design, and
choice [61,62]. These functions represent six basic
DSS functions: selection, aggregation, estimation,
simulation, equalization, and optimization [12]. For
instance, the system can display daily transaction data
and sort it according to industry type, price, and volume.
Subjects can also use technical indicators and other
analytical tools to forecast stock trends, including the
MACD, MFI, ROC, RSI, slow-stock, and fast-stock
indicators. Certain firm information, including news
reports and selected industrial data, market- and
industry-related information, can also be examined.
Furthermore, the subject can use the system to estimate
and simulate their investment performance in different
scenarios. Fig. 3 shows a sample screen of the DSS.

Subjects in the experimental group were given DSS,
while those in the control group were not provided the
system but were provided the same data and informa-
tion in paper form. Doing so ensured that differences in
outcome were because of the use of DSS rather than
the content they were permitted to access during
decision-making.

Each subject was given US$150,000 to build an
investment portfolio. Subjects were then instructed to
n of the DSS.
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allocate the available funds among. The experimental
market simulated the behavior of selected stocks listed
on the Taiwan Stock Exchange.

4.2. Subjects

Seventy-two volunteers were recruited to participate
in the experiment. Each subject was randomly assigned
to one of the four settings. Sixty-five of the
participants (40 males and 25 females) completed the
experiment. All subjects were business school students
and had an average age of 23 years old. Most of the
subjects (98.5%) had taken at least one course on
finance and 33.8% had real-world experience of stock
investment. Most subjects (87.7%) used computers on
a daily basis. Each participant received a fixed reward
of US$3 for participation. An additional US$10
incentive was awarded depending on their decision
performance.

4.3. Variable manipulation and measurements

To manipulate the feelings of responsibility, mood
induction procedures (MIP) were conducted by means a
short essay. Mood induction procedures were designed
to induce emotional changes in experimental subjects by
manipulating variables inside the laboratory in a
controlled manner [71]. This method has been adopted
in previous studies to manipulate subject feelings of
regret and responsibility in evaluating decision out-
comes [16,74]. The subjects assigned to the low-
responsibility group were given the following short
essay to read before the experiment task:

You made a trip immediately after you made an
investment decision. You were so busy that you
were unable to monitor the stock market. Following
you came back from the trip, you learned that
during your trip, a crisis between Taiwan and
Mainland China had caused an unexpected market
downturn. There is not much you could do now to
avoid the looses incurred. To make things even
worse, you now have to sell the stocks and realize
the major loss, due to needing to use the money for
other uses.

Subject feelings of responsibility were measured
following the manipulation mentioned above. More-
over, decision performance was measured using profit
earned from the investment portfolios, namely the
difference between the final market value of the
chosen stocks and the initial investment. Additionally,
user satisfaction was measured using three questions
regarding subject perceptions of the investment
[20,49,58]. Finally, regret was measured using two
questions proposed by Tsiros (see Appendix A)
[68,69]. Tsiros [68] initially adopted three items: (1)
I feel sorry for having chosen…; (2) I feel regretful for
having chosen…; (3) I am glad I chose to go with…,
to measure this construct. After assessing the
reliability of each item and construct validity, item 3
was dropped because of its low correlation with the
overall construct. The other two items were retested
by Tsiros and Mittal [69]. Both studies demonstrate
that these two items have high reliability and high
validity. All questions were evaluated using the seven-
point Likert's scale.

4.4. Experimental procedures

The experiment included a pretest and pilot test, as
well as the actual experiment. The pretest ensured that
all questions in the questionnaire were unambiguous,
the experimental manipulations were successful, and the
experimental system was usable. Following pilot testing
with 12 subjects, the actual experiment was conducted.
Since prior subject mood was identified as a possible
influence on the experimental result, a video-tape was
used to control subject mood [37]. This approach was
adopted in some previous studies, such as Oaksford et
al. [53], to induce positive affect. A short (5-min)
segment of a funny film was presented to all subjects
before the experiment to induce a positive mood before
the experiment.

The entire experiment adhered to the following six
steps: (1) subjects listened to a standard introductory
script and then read the background document; (2)
subjects in the experimental group (using DSS) were
then trained to use the systems, and sat through a session
introducing stock investment, whereas those in the
control group (not using DSS) merely received the
investment introduction; (3) all subjects were asked to
watch the mood-inducing movie; (4) all subject
completed the background questionnaire; (5) subjects
in the low-responsibility group were treated by asking
them to read a short essay to ease their feeling of
obligation, while those in the high-responsibility group
were not; (6) the subjects completed the experimental
tasks with or without using DSS; (7) to simulate the real
world situation and generate subject emotion, subject
investment performance and rewards were publicly
announced; (8) all subjects were finally asked to
complete the questionnaire measuring their satisfaction
and regret.



Table 4
Mean and standard deviation under different treatments

Treatment Performance Satisfaction Regret

DSS use 4.7059
(1.7843)

4.7843
(1.5524)

2.4118
(1.5099)

Non-DSS use 3.7742
(1.9272)

3.9686
(2.0572)

3.9677
(2.1367)

DSS with high
responsibility

4.3889
(2.0041)

5.0926
(1.4811)

2.1389
(1.5886)

DSS with low
responsibility

5.0625
(1.4818)

4.4375
(1.6042)

2.7188
(1.4020)

Non-DSS with high
responsibility

4.4000
(1.6818)

4.4000
(2.1052)

3.4333
(2.0342)

Non-DSS with low
responsibility

3.1875
(2.0073)

3.5625
(1.9915)

4.4688
(2.1715)

Standard deviations are in parenthesis.
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5. Experimental findings

5.1. Data reliability and validity

Sixty-five subjects completed the experiment. The
Cronbach's α's for measuring reliability were 0.96 for
user satisfaction and 0.95 for regret, respectively,
indicating high acceptability [52]. Since most ques-
tionnaires were adapted from previously validated
instruments and all questions were reviewed through
the pretest, the content validity was acceptable. Table 3
lists the results of factor analysis on satisfaction and
regret, and demonstrates evidence of convergent and
discriminant validity of user satisfaction and regret. As
the questions regarding satisfaction and regret fall into
two distinct factors, regret is considered a different
construct from satisfaction. This is consistent with prior
findings [68,69].

The treatment of user responsibility was effective
since subjects receiving the treatment had a lower
average responsibility score (mean=4.09) than those
without the treatment (mean=4.75). This implies
feelings of responsibility differed significantly between
subjects with or without the treatment (p=0.034).

5.2. Findings

Table 4 lists the means and standard deviations of the
resulting data. Both the average decision performance
and average user satisfaction of the DSS group exceed
those of the control group, but the DSS group had lower
average decision regret. Meanwhile, the high-responsi-
bility DSS group had a lower average performance and
average regret than the low-responsibility counterpart,
but higher average satisfaction. In the control group, the
high-responsibility subgroup achieved higher average
performance and average satisfaction than the low-
responsibility counterpart, but had a lower average regret.

A Pearson correlation analysis indicates a significant
positive correlation between decision performance and
user satisfaction, while user satisfaction and regret are
significantly and negatively correlated (see Table 5).
Table 3
Factor analysis on satisfaction and regret

Dimension Factor 1 (satisfaction) Factor 2 (regret)

Item

Satisfaction 1 0.961
Satisfaction 2 0.981
Satisfaction 3 0.955
Regret 1 0.974
Regret 2 0.972
The results imply that, although satisfaction and regret
have different definition, they are strongly and nega-
tively correlated.

Multivariate analysis of covariance (MANCOVA)
was performed to test the main effect of independent
variables. Moreover, Z-skewness test and Box's M test
were used to test normality and variance homogeneity.
The results of the Z-skewness test demonstrate that most
values ranged between −1.96 to 1.96, implying that the
present data meet the normality assumption. The value
of the Box's M test is 25.911 (p=0.170), indicating that
no statistically significant differences exist among the
variances of different groups. The correlation of the
dependent measures was tested using Bartlett's test of
sphericity. The p-value was below 0.001, satisfying the
requirements of intercorrelation for MANCOVA [32].
Thus, a MANCOVA test is appropriate and the
statistical results are summarized in Table 6.

Tables 4 and 6 show that the use of DSS significantly
enhances the decision performance. That is, subjects
using DSS were able to choose better stock portfolio
during the experiment. Consequently, hypothesis H1a is
strongly supported (p<0.05). The effect of DSS use on
user satisfaction is not statistically significant at the 0.05
level (p=0.074). Consequently, hypothesis H1b is only
marginally supported or even rejected. The effect of
DSS use on decision regret is statistically significant
(p<0.01). Therefore, hypothesis H1c (DSS use reduces
Table 5
Pearson correlation matrix

N=65 Performance Satisfaction Regret

Performance 1.000 0.607 ⁎⁎⁎ −0.702 ⁎⁎⁎
Satisfaction 1.000 −0.822 ⁎⁎⁎
Regret 1.000

⁎⁎⁎ Correlation is significant at the 0.01 level (two-tailed).



Fig. 5. Satisfaction level by treatment.

Table 6
Summary of results

Hypothesis Result Significance

Main effects—DSS use
H1a: DSS use will increase

decision performance.
Supported. F=4.096

p=0.047 ⁎⁎

H1b: DSS use will increase
user satisfaction.

Marginal support. F=3.299
p=0.074 ⁎

H1c: DSS use will reduce
user regret.

Supported. F=11.644
p=0.001 ⁎⁎⁎

Moderating effects—user responsibility
H2a: The effect of DSS use

on decision performance
will be moderated by
user responsibility.

Supported. F=4.884
p=0.031 ⁎⁎

H2b: The effect of DSS
use on user satisfaction
will be moderated by
user responsibility.

Not supported. F=0.067
p=0.796

H2c: The effect of DSS use
on user regret will be
moderated by user
responsibility.

Not supported. F=0.261
p=0.611

⁎ p<0.1.
⁎⁎ p<0.05.

⁎⁎⁎ p<0.01.
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decision regret) is strongly supported. In other words,
users with DSS are more likely to reduce regret than to
increase satisfaction in this experiment. Above results
demonstrate an interesting phenomenon that users will
occasionally not feel satisfied despite their decisions
generating positive returns. Instead, users may feel
regretful when the decision performance lags a better
alternative that they have forgone.

Fig. 4 shows that using DSS substantially improves
decision performance in the low-responsibility sub-
group but not in the high-responsibility subgroup
(p<0.05). The results indicate that users with low-
Fig. 4. Decision performance by treatment.
responsibility may benefit more from using DSS than
those with high responsibility. Hypothesis H2a is thus
supported. In addition, user responsibility did not have
significant moderating effects on user satisfaction and
user regret (see Table 6). Consequently, hypothesis H2b

and H2c are not supported. Restated, user responsibility
exerts a moderating effect only between DSS use and
decision performance.

According to Fig. 5, using DSS increases user
satisfaction, regardless of whether the user feels high
or low responsibility regarding the decision results.
However, as Fig. 6 shows, using DSS reduces user
regret, regardless of whether the user feels high or low
responsibility. This finding suggests that DSS can help
users to increase satisfaction and reduce regrets due to
choosing a better alternative. Although prior studies
argued that a high correlation existed between regret and
responsibility, with a high sense of responsibility
leading to increased regret [74–76], this study failed
to identify a statistically significant moderating effect of
Fig. 6. Regret level by treatment.
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user responsibility on regret. On the contrary, regardless
of whether users were using DSS or not, the high-
responsibility group had lower user regret than the low-
responsibility group. This confirms the observations of
Simonson [63]: “Regret represents sorrow regarding
some action or failure to act, regardless of whether the
decision-maker was responsible for the outcome.” This
finding suggests an indefinite relationship between
regret and responsibility. Some scholars have already
refuted this argument [16,63,74]. Future studies will
further examine this issue.

6. Conclusion and discussion

This study examined the feasibility of adopting regret
to measure decision outcome. Experimental results
demonstrate the effect of DSS use on decision regret.
Restated, DSS use increases the decision performance
and feelings of satisfaction of users, but reduces their
feelings of regret. Although higher decision perfor-
mance frequently leads to higher user satisfaction, and
hence lower regret, the factor analysis conducted here
indicates that these three constructs should be consid-
ered separate constructs. Decision-makers sometimes do
not feel satisfied after forgoing a better alternative even
if the outcome achieved exceeds expectation. This study
demonstrated that the use of DSS can considerably
reduce post-decision regret, because DSS enables users
to consider more information in decision-making and
thus reduce the likelihood of surprise.

User responsibility has been found to be a significant
moderator between DSS use and decision performance.
Particularly, DSS use was more effective in increasing
decision performance for subjects with low responsi-
bility than for those with high responsibility. This may
occur because that subjects who feel high responsibility
for decision performance will do their best in decision-
making, regardless of availability of a DSS. Users in the
high-responsibility group may expend more effort to
ensure the best result even without DSS, provided there
is sufficient time for analysis. Meanwhile, subjects with
low responsibility may not spend as much time on
analysis as those in the high-responsibility group during
decision-making.

The above findings have numerous implications.
First, this research suggests that regret can be a useful
alternative for measuring decision-making outcomes.
Decision-makers may feel satisfied but also regretful, if
their performance exceeds prior expectations but is
worse than certain forgone choices. This substantially
extends our prior knowledge of DSS success. It may be
necessary to include decision regret in the measurement
instruments to devise a complete assessment. The two
questions included in the present instrument are valid for
the time being. We believe that this study is an
appropriate first step toward developing more suitable
models for measuring the effectiveness of DSS.

Furthermore, decision regret could provide a new
dimension for explaining system adoption and usage
behavior. Some decision-makers may adopt DSS for
hygiene purposes (i.e. to avoid major regret rather than
to pursue higher performance). Regret avoidance may
also be a potentially new measure of information
systems success. Additionally, the findings of this
study also confirm the findings of previous studies
that decision performance is enhanced by using DSS
and the use of DSS increases user decision performance
and avoids user regret.

Some limitations exist on the findings of this study.
The strength of laboratory experiment is that the process
is conducted in a controlled environment, providing
relatively high internal validity. However, laboratory
experiment suffers the weakness of lacking external
validity when the findings are to be generalized. The
findings of this study thus contain the weaknesses of the
laboratory experiment.

A second potential limitation of this study is that the
subjects were students. Required checks were performed
as practical to miminize potential biases. For example, all
subjects were business majors, and most of them had
taken at lest one course in finance (98.5%) and used
computers regularly (87.7%). It can reasonably be argued
that these subjects had sufficient ability to make stock
investment decision and use DSS properly. However, a
laboratory environment differs from a real-world con-
text. The generalizability of these findings thus is limited.

Using DSS may also affect the applicability of the
findings. Some managers use DSS to optimize perfor-
mance, while others may simply follow the requests of
their supervisors. Regret avoidance can occur in
situations involving the latter motivation. In this study,
the performance-based incentive may not be sufficiently
strong to generate strong motivation to pursue the best
performance, and thus the motivation for avoiding regret
is more significant. Nevertheless, the findings reported
in this study provide a novel perspective for studying
DSS adoption and success measurement.

Further research is necessary to investigate the
precise role of user regret in adopting information
systems and various decision aids. A follow-up
comprehensive field study can be performed to assess
the results obtained from this exploratory study.
Examining the appropriateness of different success
measures in different decision domains is also required.
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